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The Problem

e Testing of orchestration software before deploying to production in a full featured
environment is difficult, but required for full awareness

e Lab with physical elements is very constrained for resources (too many people, not
enough equipment)

* Physical equipment lab (qLAB) configuration and orientation does not resemble
production

* gLAB may be in a state of transition from one project to the next

e Resetting gLAB to a known state is currently not easily accomplished
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ROVER: Origins

"Wow, it would be nice to do automated tests on our full orchestration stack!"

e Tested various platforms such as Eve-NG, found them not well suited for consistent
but ephemeral topologies with associated services**

* Learned about containerlab by talking to Roman Dodin (creator)

* Internal development and orchestration teams acknowledged need for this tooling,
brought Planning and Architecture Group (PAG) into project

* PAG brought in to build an overall plan and to take ROVER from concept to initial
release
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https://www.modem.show/post/s01e10/
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ROVER: Origins

Requirements

ROVER Project

UNIX &
Virtualization
Services

Networking &
Protocols




Deliverables

* Develop a repeatable, supportable test env for VRF migrations
e MUST—A Network topology based off production configs
* MUST—Contain OCD software to run orchestrated workflows
e MUST—Support for swapping out versions of OCD software to test latest changes
e Stretch Goals—Support dataplane capabilities
a. Pingacross links

b. BGP, IS-IS, etc.
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Categories of Users

B8 Software Developers

Network Engineers

Trainers demonstrating our orchestration tooling

:T Users of OCD software who need to learn the tools

™ C|/CD Pipelines
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ESnet6 Provisioning Stack

-~

~

ESDB _Se_rviceNow
(network intent) (lr:;ﬁr;téﬂ::ge
& =
P A\ I
Prefix Manager - - Git
(L3 prefix generation) (revision control)
=
>
Stardust - NameSurfer
(historic network state) SELTE Workfiow BLI (IPAM)
.\ y, - /
~
Discovery Service Orchestrator Peeri Og]; rRADB
(current network state) (Pee nget " ) &
o :
N
Topology Service
(network topology)
g J/
-
Cisco NSO ] [ Ansible Tower
High-Touch Edge Open Line System Packet Network g:z %O"r‘t;nngt NFV/Compute




. 4 user workstation

deploy netlab-roverl

TT—————»| deploy task

deploys

:~/D/c/rover]—[G:dev

~ 3 MDD 3J< O —T 0O O

Legend

SDB
Orchestrator

SO
Prefix-\Vianager

ame urfer

netlab-roverl.es.net

Containerlab Topology Containers

08
00
66

docker i
vm vm
vm vm

netlab-rover7.es.net

vm

netlab-rover8.es.net

vm

esx - rnd_lbl cluster




Demonstration

*  Walkthrough of a Backbone Link Deployment Workflow
*  Walkthrough of BGP Peer Deployment Workflow
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Questions?
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