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Where are the inefficiencies?

Experiments use local compute to compensate for the lack of schedulable (shared)

compute resources.
— Not every job is a good fit for an HPC.
— Discrepancy between HPC job schedule and need for real-time computing to support the
experiment.

Networks are treated as “black-box” utilities, e.g., unpredictable performance,

unknown status.
— (Temporary) storage is used to stage data and compensate for lack of network
performance predictability, resulting in multiple data transfers.

Access to resources across domains is inconsistent
— Different security mechanisms and allocation policies.
— Different APIs and architectures, affecting job portability.

000 @ ESnet
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The mission of the' Advanced ‘Scientific

Computing Research (ASCR) program
Is to discover, develops-and deploy
computational and networking capabilities to
analyze, model, simutate, and predict
complex phenomena important to the
Department of Energye(DOE).

Basic Energy-Sciences (BES)
supports fundamental reseangh i@
understand, predict;and ultimately control
matter and energy-at the €lectrogic, atomic;
and molecular levelSiim order togmsovide the
foundations for new'energydi@ehnologies
and to support DOE missions'in energy,
environment,and national'security:

The mission of the Biological and

Environmental Research (BER)
program is to support transformative science
and scientific user facilitiesto achieve a
predictive understanding of complex
biological, earth, and environmental systems
forenergy-and infrastructure security,
independence, and prosperity.

The Fusion Energy‘Sciences (FES)
program mission is to expand the
fundamental understanding of matter at very
highitemperatures and densities and to build
the scientific foundation needed to develop a
fusion energy source.

The mission of the High Energy Physics

(HEP) proggaim is to-understand how:our
universe works-at its most fundamental
level.

The mission of the Nuclear Physics

(NP) program is to discover, explore, and
understand all forms of nuclear matter.




DOE Office of Science - Uniquely positioned for
large scale collaborative science®
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Interconnectivity and integration of instrumentation, data and computing
have been explicitly recognized as strategic requirements for national R&D

NATIONAL STRATEGIC OVERVIEW
FORRESEARCH AND
DEVELOPMENT
INFRASTRUCTURE

A Report by the
SUBCOMMITTEE ON RESEARCH AND DEVELOPMENT
INFRASTRUCTURE

COMMITTEE ON SCIENCE AND TECHNOLOGY ENTERPRISE

of the
NATIONAL SCIENCE AND TECHNOLOGY COUNCIL

October 2021
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https://www.whitehouse.gov/wp-content/uploads/2021/10/NSTC-NSO-RDI-_REV_FINAL-10-2021.pdf

The 2021 National Strategic Overview from the Subcommittee on Research and
Development Infrastructure formally redefined “federal R&D Infrastructure” to now
include computing, data, and networking facilities, resources and services.

“R&D continues to shift from smaller to bigger science, driven in large part
by advances in computing and other research cyberinfrastructure, which
interlink[s] research data, analytics, ... and experimental instrumentation.”

Past

Present

Future

@ ESnet
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National imperatives for US leadership in strategic areas all require
an interlinked ecosystem of instruments, compute, data

S
il . . :
- Pandemic readiness and prevention. Emerging
Tackling climate change. interagency concepts
MEMORANDUM FOR THE HEADS OF EXECUTIVE DEPARTMENTS AND AGENCIES Catalyzing research and innOVation in critical e el .
FROM: SHALANDA D. YOUNG j ). - -
BRI o 1 © and emerging technologies. and initiatives
| X”&f‘; | Artificial intelligence (Al) ) towards a
Quantum Information Science (QIS) National Research
- High-performance computing Ecosy stem
i i e B S s b, ot o Advanced communications technologies,
Microelectronics, Biotechnology, Robotics,
Space technologies. . .
p_ _g DOE is uniquely placed
Innovation for equity. to lead and shape the
sy oy National security and economic resilience. national conversation
Multi-Agency R&D Priorities for the and initiatives.
FY 2023 Budget (August 27, 2021)

‘ U.S. DEPARTMENT OF Oﬁ-‘lce Of
ENERGY scionce @ ESnet
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The Roundtable report contained key insights regarding the need for
distributed and interoperable computing resources

“Facilities may be able to deploy a distributed network of connected and interoperable computing
resources that enable all scales of computing, data exploration, and analysis.”

«  The pandemic highlighted the importance of secure remote collaboration and

facilitated access to data and computing resources.

Office of Science User Facilities
Lessons from the COVID Era °

faots i ks Data management and data stewardship present another critical opportunity.
Fasogfifheveciol 2u20 ppuitl 5 User facilities generate exabytes of unique, irreplaceable data which must be
managed, curated and made available for analysis and computation.

«  This requires a host of user-connecting operational approaches and
technologies such as high-quality interfaces, collaboration tools, federated
identity management, automation of experiments and workflows, and more.

«  “With collaboration among all its user facilities, DOE SC is in a position to

facilitate all aspects of the data lifecycle across its facility complex, including
@EneRsy 2 - simulations, experiment design, data generated at scientific instruments, data
analysis, and data archiving for future use.

«  “Seamlessly connecting a user with data and computing enables more uniform

U.s DEPARTMENT OF | Office of and egalitarian data exploration and analysis capabilities.”
ENERGY  science @ ESnet
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International efforts in Integrated Research Infrastructure
are expanding too

m‘?’ﬁﬁﬁ?ﬁ; HOME | ABOUT | RESOURCES & SERVICES | USECASES | GOSC | MEDIA

A cooperative community

creating digital research

infrastructure to support
. STFC science

Cutting edge science needs cutting edge
digital infrastructure

Scientific experiments, facilities and instruments require digital :
Science and

research infrastructure to manage, store, analyse and simulate their
data. Technology
Facilities Council

EURDPEAN OPEN i
About  Services & Resources Policy Use Cases Media For providers Using the Portal @
SCIENCE CLOUD

IRIS is working with providers to create and develop the digital
research infrastructure needed to allow UKRI to continue to play a
leading role in global projects such as the Square Kilometre Array and
Deep Underground Neutrino Experiment.

The Scientific Computing Department provides large scale HPC
< facilities, computing data services and infrastructure at both >
EOSC Portal - A goteway to information and resources in EDSC Daresbury Laboratory and Rutherford Appleton Laboratory.
https://stfc.ukri.org/about-us/where-we-work/daresbury-
Home This infrastructure includes: laboratory/scientific-computing-department/

About the EOSC Portal

The EOSC Portal is part of the EOSC implementation roadmap as one of the expected “federating core” services contributing to . .
the implementation of the “Access and interface” action line. It has been conceived to provide a European delivery channel ° C h ina Sc ience an d I ec h no I (o) C I ou d
connecting the demand-side and the supply-side of the EOSC and all its stakeholders. LATEST NEWS

d B —— -
R . . P * European Open Science Cloud
¢ IRIS UKRI SFTC initiative

@ ESnet

or EOSC stakeholders, relevant European and national policies, important s 2 3

contributing to its realisation, funding opportunit

documents, and recent developments. The EOSC Portal Catalogue & Marketplace acts as an entry point to the multitude of

services and resources for researchers.

nhance your research
with the £0SC Partal
For prospective users of the services, the Portal provides training materials and tutorials on how to use its features. The Portal
also offers information for potential service providers on how to onboard their services to the EOSC Portal Catalogue &

Marketplace.

Enhance your research
with the EOSC Portal
16 Marketplace

The EOSC Portal also engages the EOSC community and stakeholders. The events and news sections cover relevant
updates coming from the expanding EOSC ecosystem.

Brown et al



Superfacility: A model to integrate experimental, computational,
networking, and storage facilities for reproducible science

Enabling new

Computing and
d iscove ries by Data Facilities
coupling
expe rimental Interconnected facilities
. . Experimental where data is acquired,
science with oo, BT stored. analyzed and served

@me‘i ;\anh

° ® e
= VISIT
» Jupyter @

extreme scale
data analysis and 3
simulations i S User Community

@ ESnet
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What does this mean for networks*?

Promoting networks as “first class” resources, similar to instruments,
compute and storage, e.g.,

e Accessibility
— Security frameworks for accessing (selected) services
— APIs to interact with services
e Controllability
— Resource/service selection/negotiation
— Service scheduling
* Transparency
— Resource (general) availability
— Service (specific) status

*Networking is an end-to-end service, inter-domain interoperability
and service consistency is critical! @ ESnet




Hyperscalers get it*!

Network Design
Alibaba Cloud’s Apsara Luoshen *Commodity switches

®Four parallel forwarding
planes

*Open/R
*BGP injection
*Sflow collector

Classic network VPC network Multi-regional network Networkless

*Traffic-engineering

.- Bcl]‘-j.n‘q — Google B4 WAN controller

Shenzhen - .- Shanghai

More Than the Sum of Parts Google

Second generation: Han:
gzhou Beijing  Shanghai
VPC network branch  brancl branch

Google Networking works together as an integrated whole

Z. Zong, “Apsara Luoshen, a High Performance * GGC: edge presence
Network Engine that Drives Alibaba Cloud”, GTNC I — fades t ST
2018, Nov 15, 2018 upiter: building scale datacenter networl

» Freedome: campus-level interconnect

Andromeda: isolated, high-performance slices of the physical network

Deploying a vanilla best-effort Publications in 11

delivery network is not optimal! | | )

*NB: Solutions deployed are only
within a single administrative domain S. Mandal, “Lessons Learned from B4, Google’s SDN WAN”, 2015 USENIX ATC’15, July
9, 2015

Facebook Express Backbone (EBB)

H. Kwok, “Express
Backbone: Moving Fast with
Facebook’s Long-Haul
Network”, Networking
@Scale 2017, July 9, 2015



Superfacility Use Case 1 - Fast feedback to adjust
experiment parameters

Linac Coherent Light Source (LCLS)

e Ultrafast X-ray pulses from LCLS are used like flashes
from a high-speed strobe light, producing stop-action
movies of atoms and molecules.

* Both data processing and scientific interpretation
demand intensive computational analysis.

B AMO: Atomic, Molecular and Optical Science

* Leverage HPC resources to process initial results to
verify proper alignment. Misalignment results in B i Xosonp Pt

W XCS: X-ray Correlation Spectroscopy
B MFX: Macre lecular Fe i

_ .
W CXi: - i
wasted experiment. el

@ ESnet
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Superfacility Use Case 2 - Reduction or elimination
of site local compute and storage

4D STEM

National Center for Electron Microscopy (NCEM) -
4D STEM Development

* NCEM is developing a high frame rate (100KHz) 4D
detector system to enable fast real-time data analysis of
scanning diffraction experiments in scanning transmission
electron microscopy (STEM)

* High frame rate development aims to improve scanning
diffraction experiments and will be installed on the
Transmission Electron Aberration-corrected Microscope
(TEAM)

* Direct high speed data transfer of raw
image sets from microscope to HPC for
online analysis and storage of data.

@ ESnet
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Superfacility Use Case 3 - Real-time analy5|s for
monitoring and control

ITER (originally International Thermonuclear
Experimental Reactor)

* First fusion device to produce net energy and maintain
fusion for long periods of time with ten times the
plasma volume of largest machine operating today.

* |ITER is designed to produce 500 MW of fusion power
from 50 MW of input heating power.

* Real-time analysis and control is needed to flag
potentially dangerous issues within the reactor and
mitigate accordingly.

22




DOE ASCR IRI Task Force contemplated operational
models and guiding principles.

AscR Task Force sz || “Qur vision is to integrate across scientific facilities to accelerate
scientific discovery through productive data management and
Toward a Seamless Integration of Computing, analysis, via the delivery of pervasive, composable, and easily
Experimental, and Observational Science Facilities: bl tati | d dat g &
A Blueprint to Accelerate Discovery usabié computationai an ata services.

About the ASCR Integrated Research Infrastructure Task Force Areas

There is growing, broad recognition that integration of computational, data management, and
experimental h infr: holds ial to facilitate research and

y.! The ity of data-i ive scientific re . .
ion or experi vational—poses scientific opportunities and resource @ Allocations P rl n c' p I es

challenges to the research community writ large.

Computing Research (ASCR) will play a major role in defining the SC vision and strategy for
integrated computational and data research infrastructure. The ASCR Facilities provide
essential high end ing, high per r ing, and data mar capabilities
to advance the SC mission and broader Departmental and national research objectives. Today o Data
the ASCR Facilities are already working with other SC stakeholders to explore novel
pp to data-i i workflows, | ging ASCR-
research and other investments. In February 2020, ASCR ished the Integrated R

@ Applications

Within the Department of Energy's Office of Science (SC). the Offce of Advanced Scientific Q o Flexibility. Assembly of resource workflows is facile; complexity is concealed

Performance. Default behavior is performant, without arcane requirements

Scalability. Data capabilities without excessive customizations

Infrastructure Task Force? as a forum for discussion and exploration, with specific focus on the
operational opportunities, risks, and challenges that integration poses. In light of the global
COVID-19 pandemic, the Task Force conducted its work asynchronously from April through

Transparency. Security, authentication, authorization should support automation

D 2020, meefing v televideo for one hour every other week. The Director of the Scheduli Interoperability. Services should extend outside the DOE environment
ASCR Facilities Division facilitated the Task Force, in coordination with the ASCR Facility cheduling
Directors. OH 0
Resiliency. Workloads are sustained across planned and unplanned events

The work of the Task Force began with these questions: Can the group arrive at a shared vision @ Workflows
for il d 1 infr: ? If so, what are the core principles that would maximize thhil: H
i 4 ph e . o o Extensibility. Designed to adapt and grow to meet unknown future needs
Force’s initial to these i and their thoughts on a gy for world-leading
integration capabilities that accelerate discovery across a wide range of science use cases. @ Publication E n gagement_ Promotes CO-deSign, Cooperation, partnership

B. Brown, C. Adams, K. Antypas, D. Bard, S. Canon, P Cybersecurity. Security for facilities and users is essential.

E. Dart, C. Guok, E. Kissel, E. Lancon, B. Messer, S. chiving

Oral, J. Ramprakash, A. Shankar, T. Uram
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Questions...

Chin Guok <chin@es.net>
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