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Outline

• Science DMZ as a foundation

• New uses: Streaming DTNs

• Security: Science DMZ and Zero Trust
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The Science DMZ as a Foundation

• At this point, there are many Science DMZ 
deployments

• Common use case: DTNs for file transfer
– This is old hat or “normal” at this point, but it’s still 

important and valuable
– Routine performance is enabling for science

• Wider deployment comes with network effects
– Scientists can expect data transfer to work well
– Good performance is becoming normalized, which 

means scientists can include it in their designs
• Growth beyond the simple case – more in a moment
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The Value Of Routine Performance

• It’s important to get to where high performance is normal

• No magic, no arcana, things just normally work – for petabytes of data

• DOE HPC facilities now easily shuffle around hundreds of terabytes
– Some people have smaller data sets too
– But the point is that it’s normal and routine

• What follows is one specific example, chosen because of some specific 
features
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Small job (296TB)

Big job (472TB)

Total volume in two jobs: 768TB

OLCF Globus endpoint pause (scheduled maintenance)



Key Points (1)

• Two Globus transfers from OLCF to NERSC were started by the same user 
(presumably for the same project – DESI – which is dark energy/cosmology) 
within 40 minutes of each other. 
– One transfer was ~350k files, ~296TB
– Other transfer was ~1.8M files, ~472TB
– Data transfer rate peaks over 80Gbps
– Total transfer volume ~768TB
– Total wall clock time ~39 hours

• Current tools (Filesystems, DTNs, Globus) handle petascale data sets easily
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Key Points (2)
• Sophisticated tools bring multiple benefits
– Both transfers experienced random data corruption (multiple checksum 

failures) which was automatically corrected by Globus (data set is ¾ of a 
petabyte….a lot can happen with that much data)
• User had to expend zero effort to find and fix the corrupted files

– OLCF endpoint paused for a workday for normal scheduled maintenance, and 
transfer resumed after maintenance concluded
• OLCF staff did not have to worry about the user when planning maintenance
• User had to expend zero effort to work around HPC facility maintenance 

– Easy to use tools with automated fault recovery reduce human effort
• Large scale data transfer is a key enabler for scientific productivity
– Benefits of large-scale INCITE allocation brought back to collaborators

• Normal, routine operations – no magic 
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Petascale DTN Project – Durable Gains

21.2/22.6/24.5
Gbps

23.1/33.7/39.7
Gbps

26.7/34.7/39.9
Gbps

33.2/43.4/50.3
Gbps

35.9/39.0/40.7
Gbps

29.9/33.1/35.5
Gbps

34.6/47.5/56.8
Gbps

44.1/46.8/48.4
Gbps

41.0/42.2/43.9
Gbps

33.0/35.0/37.8
Gbps

43.0/50.0/56.3
Gbps

55.4/56.7/57.4
Gbps

DTN

DTN

DTN

DTN

NERSC DTN cluster
Globus endpoint: nersc#dtn
Filesystem: /project

Data set: L380
Files: 19260
Directories: 211
Other files: 0
Total bytes: 4442781786482 (4.4T bytes)
Smallest file: 0 bytes (0 bytes)
Largest file: 11313896248 bytes (11G bytes)
Size distribution:

1 - 10 bytes: 7 files
10 - 100 bytes: 1 files
100 - 1K bytes: 59 files
1K - 10K bytes: 3170 files
10K - 100K bytes: 1560 files
100K - 1M bytes: 2817 files
1M - 10M bytes: 3901 files
10M - 100M bytes: 3800 files
100M - 1G bytes: 2295 files
1G - 10G bytes: 1647 files
10G - 100G bytes: 3 files

Petascale DTN Project

November 2017
L380 Data Set

Gigabits per second
(min/avg/max), three
transfers

ALCF DTN cluster
Globus endpoint: alcf#dtn_mira
Filesystem: /projects

OLCF DTN cluster
Globus endpoint: olcf#dtn_atlas
Filesystem: atlas2

NCSA DTN cluster
Globus endpoint: ncsa#BlueWaters
Filesystem: /scratch

• Current performance 2x 
faster than 2017 numbers

• HPC facilities continue to 
maintain and improve 
capability because it is 
valuable to users

• Users now view this as 
normal, and can build new 
workflows on top of it
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https://dashboard.globus.org/esgf As of March 10, 2022

4 to 6 GB/s

1.5 GB/s

Challenge: Replicate 7+ petabytes of climate data to ANL and ORNL
Solution: Use 
Globus to copy 
data over 
ESnet

Slide credit: Ian Foster, ANL

https://dashboard.globus.org/esgf


Climate Data Replication
• Transfers mostly LLNLàANLàORNL 

except during maintenance 
windows

• Overall end2end performance 
limted on LLNL side
– Storage system config
– Keep that one working, sync 

between the other two
• This is a good reason to deploy 

capable DTNs and storage systems
– Technical capabilities define the 

boundaries of the possible
– If your users can’t reason about 

something, they won’t ask you 
for it https://dashboard.globus.org/esgf 

11 – ESnet Science Engagement (engage@es.net) - 6/1/23

https://dashboard.globus.org/esgf
mailto:engage@es.net


Data Portals Increasing Adoption

https://peerj.com/articles/cs-144/ 
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Data Portals Increasing Adoption

• Data publication and access built on 
the Science DMZ foundation

• Multiple fields: Astronomy, 
Cosmology, Genomics, Climate

• Science DMZ and DTNs support data 
search, publication, access

• Typically classical file-based access, 
but important to scientific 
communities for navigating large 
repositories
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Integrating Many Science DMZs

• Instead of building one Science DMZ for one service, some communities 
have built one service from many Science DMZs

• Use the DMZ and a DTN as a building block
– Many DTNs working together result in a distributed capability
– Higher-layer software stack may be more than just data transfer

• Example: PRP and NRP
– DTN + GPUs
– Data-centric distributed computing capability
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NSF CC*DNI Grant
$7.3M 10/2015-10/2020

(GDC)

2015 Vision: The Pacific Research Platform Will Connect Science DMZs
Creating a Regional End-to-End Science-Driven Community Cyberinfrastructure

Source: John Hess, CENIC

Supercomputer
Centers



48  GPUs over CENIC
CSUSB + SDSU

612 GPUs over CENIC

UCSD 

21 GPUs over MREN 
UIC 

160 GPUs over GPN
U. Nebraska-L

8  GPUs  over FLR (pending)
FAMU

12  GPUs over NYSERNet
NYU

Non-MSI
Institutions

Minority Serving 
Institutions

EPSCoR
Institutions

Nautilus ~1,100 GPUs Distributed over US Networks—Fall 2022
(New: NSF PNRP’s 352 GPUs, and ARO/DURIP’s 144 GPUs and SDSU’s 4 DGX A100s) 

21  GPUs over SCLR
Clemson U

9 GPUs  over GPN

U S. Dakota + SD State

4 GPUs  via 
Albuquerque GigaPoP

1 GPU over CENIC/PW

U New Mexico

12  GPUs over NYSERNet

99 GPUs  over CENIC

U Delaware

UCI + UCR + UCM  + UCSC + UCSB

2 GPUs over OARnet
CWRUU Hawaii

1 GPU over CENIC/PW
U Guam

144 GPUs over NEREN
MGHPCC

8 GPUs  over GPN

U Oklahoma

Slide Credit: 

Tom DeFanti, UCSD



109 TB over CENIC
SDSU

901 TB over CENIC

UCSD + UCLA

175 TB over MREN
UIC

400 TB over GPN
UN-L

318 TB over FLR

FAMU + FIU

400 TB over NYSERNet
NYU + NYSERNet

Non-MSI
Institutions

Minority Serving 
Institutions

EPSCoR
Institutions

5 PB Nautilus Ceph Storage Over Networks—2022

200 TB over GPN
U Kansas

200 TB over GPN

U Arkansas

200 TB over NYSERNet

940 TB over CENIC

U Delaware

UCR + UCSC + UCSB

737 TB over CENIC
USC + Stanford + Caltech

266 TB over CENIC/PW
U Hawaii

118 TB over CENIC/PW
U Guam

200 TB over GPN

OneNet

Slide Credit: 

Tom DeFanti, UCSD



Streaming DTNs: Near Real Time Data Processing

• File movement is great for many applications, but not all
– Fast feedback for experiment guidance
– Integration of detectors and computing

• In some cases, filesystem I/O is too slow

• In other cases, file semantics aren’t a good fit
– Message passing is more appropriate in some workflows
– Files may be present in the workflow, but only after a streaming pipeline
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Streaming DTN – Just Another Flavor

• In many cases, a DTN is deployed 
to support file transfer
– Large data sets between filesystems
– Well-understood workflow

• Can have many DTNs in a single 
Science DMZ, or multiple Science 
DMZs as appropriate

• Let’s put Project A at an 
experimental facility
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(building C)
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Common Case – DAQ for a Detector

• Project A is an experiment with a 
high-speed detector (synchrotron 
light source, Cryo-EM, etc.)

• Rapid analysis for experiment 
feedback requires more computing 
than can be deployed at the 
experiment

• Stream the data to remote 
compute resource
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Streaming Data Path

• High performance data path 
requires consistent behavior, 
low packet loss, etc.

• Perfect fit for Science DMZ 
performance engineering

• Stream to local or remote 
computing depending on 
application 
– (local shown here because it all 

fits in one diagram)
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Stream Processing in Light Source Facilities
A Science Driver

Transfer data

Experiment Data Analysis

Decision/ 
Steer 

Slide Credit: Raj Kettimuthu, ANL – see next talk!



GRETA Computing/Data Pipeline

• Abstract depiction of computing pipeline, 
including device counts and data rates

• Computing pipeline serves as a platform for data 
processing, from detector electronics on the left 
to visualization and storage on the right

x30 Filter Boards

Mode 3 
Waveform Data, 
32MB/sec/crystal

Aggregate Mode 3 
Waveform Data, 
4GB/sec total

x4 Forward 
Buffer Nodes

Event 
Processing

Cluster

32 nodes,
2048 cores,

64 GPUs

Network Network

Mode 2 Interaction Point 
Data + Mode 3 (debug)

2MB/sec/crystal

Network

Aux
Detector Network

Auxiliary Detector 
Data 250MB/sec

Aggregate Mode 2 
Interaction Point Data + 

Mode 3 (debug)
240MB/sec

Time-ordered Mode 2 
+ Mode 3 (debug) + 
Aux. Detector Data

500MB/sec

NetworkFilter
Boards

Forward
Buffer

Aux
Forward
Buffer

Event
Storage

Event
Builder

Prompt
Analysis

GRETA Data Pipeline
Eli Dart, 2023-05-02 

File: GRETA-Main-v30.vsd
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Forward Buffer Design Pattern

• Generalized forward buffer design 
under development

• Use GRETA pipeline as a starting 
point, remove GRETA-specific 
aspects

• Goal: re-usable code to couple 
UDP detector readout to self 
scheduling inline computing

Forward buffer performance: see Simple and Scalable Streaming:   The 
GRETA Data Pipeline, EPJ Web of Conferences 251, 04018 (2021)
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Streaming DTNs

• There are more applications of streaming DTNs
– FPGA-based devices to distribute detector output to computing (EJFAT)
– More to come, I’m sure

• Need Science DMZ capabilities
– High bandwidth
– Specific security

• Difficult to deploy and operate in an environment without Science DMZ
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• Goal – disentangle security policy and enforcement for science flows from 
security for business systems

• Rationale
– Science data traffic is simple from a security perspective
– Narrow application set on Science DMZ
– Traditional perimeter security is a poor fit for high performance flows

• Separation allows each to be optimized
– Key point: the Science DMZ is an example of segmentation for a specific purpose, and 

with specific security policy
– Separate Science DMZ from the perimeter for security and performance reasons

Science DMZ Security
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Zero Trust – The Demise Of The Perimeter
• No implied trust based on network location
– “Network location” means IP address and physical topology
– ”Inside the firewall” does not confer additional trust

• Access control is as granular as possible
– “Bulk” security at the perimeter à per-service policy + filter
– Policy enforcement close (in topology) to running service
– Focus on authn, authz, reducing zones of implied trust

• What does this mean for Science DMZ?
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Zero Trust Elements
• Multiple information sources
– NIST 800-207 
– CISA Zero Trust Maturity Model
– Others 

• A Subject accesses a Resource
– Permission granted (or not) by Policy Decision Point (PDP)
• Policy Engine
• Policy Administrator

– Policy is enforced by Policy Enforcement Point (PEP)
• Path between Subject and PEP is untrusted
• Path between PEP and Resource is trusted

• Micro-segmentation, per-session authentication are key ideas
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Science DMZ With Zero Trust Labeling
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Science DMZ With Zero Trust Labeling – Network Layer

10GE

10GE

10GE

10GE

10G

Border Router

WAN

Science DMZ
Switch/Router

Enterprise Border 
Router/Firewall

Site / Campus
LAN

High performance
Data Transfer Node

with high-speed storage

Per-service 
security policy 
control points

Clean, 
High-bandwidth

WAN path

Site / Campus 
access to Science 

DMZ resources

perfSONAR

perfSONAR

High Latency WAN Path

Low Latency LAN Path

perfSONAR

31 – ESnet Science Engagement (engage@es.net) - 6/1/23

Policy Enforcement 
Point (PEP)

Subject

Policy Decision Point (PDP)

Subject

mailto:engage@es.net


Science DMZ With Zero Trust Labeling – Application Layer
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Zero Trust – Segmentation Matters
• The Science DMZ model already brings security policy enforcement close to the 

service
– For example, we put DTN filters on the Science DMZ switch or router if 

possible, not at the perimeter
– Segmentation by function is relevant to both security and performance
– Micro-segmentation is a good fit for Science DMZ (and we do this already)

• Network layer filters are still relevant, even as more focus is given to the 
application
– Layer 3 filter is a network-layer policy decision on what remote hosts to serve
– Layer 4 filter is a network-layer policy decision on permitted DTN services
– Most of Zero Trust works at the application layer (users, roles, data, etc)
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Zero Trust and Science DMZ
• Transition to Zero Trust will affect DTN applications more than DMZ networks
– Science DMZ itself is important for performance and security
– Application stack needs modern authn, authz
• Affects application choices and configuration
• Performance requirements are unaffected by auth mechanisms

• Topology is important for performance
– Data plane capabilities, reduction of complexity, etc.
– Important to retain data plane improvements as we improve application and 

data security using Zero Trust
• Science DMZ is inherently Zero Trust compatible 
• Iterative deployment/improvement is still key
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Science DMZ – Moving Forward

• The Science DMZ is part of the data ecosystem
• Solid foundation for building higher-level services and capabilities
– Many communities have made it their own
– Keep what you need, add new things, whatever works for the science

• File-based workflows continue to be important
– Data transfer
– Data portals

• Streaming is a new and growing area
• Zero Trust is changing security – Science DMZ is a good fit
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Thanks!

Energy Sciences Network (ESnet)
Lawrence Berkeley National Laboratory

http://fasterdata.es.net/

http://my.es.net/

http://www.es.net/

http://fasterdata.es.net/
http://my.es.net/
http://www.es.net/

