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LHC \ experiments

ALICE ,
Weight: 10,000 tons {
Length: 26 m
Diameter 16 m

CMS

Weight: 14,000 tons
Length: 28 m
Diagacter 15 m

Q Detector characteristics
Muon Detectors Electromagnetic Calorimeters i Width: ~ 44m
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ATLAS

Weight: 7,000 te
Length: 44 m
Diameter 22 m §

Hadronic Calorimeters Shielding

LHCb
Weight: 5,600 tons
Length: 21 m

Diameter 12 m



Next: the HL-LHC project
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Underground works
Surface & Underground works

» Main worksites

The
High-Luminosity
Large Hadron

p Collider (HL-LHC) is

an upgraded
version of the LHC

It will operate at a
higher luminosity, i.e.

it will produce more
collisions and data

The HL-LHC will
enter service in

2030, increasing the
volume of data
produced by the
experiments by a
factor of 10
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Flndlng the needle in the haystack

proton antl proton cross sectlons
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HL-LHC upgrade
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The needle

This is what we are looking for: a Higgs boson decaying in four easily
identifiable muons

LHC produces a few of these per day, HL-LHC will increase 6-8x



The haystack
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Data acquisition

FPGAs Trigger

Detector
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Signal processing

“‘Low-level” trigger uses fast
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Readout
Systems

sensors to quickly decide if
it's worth acquiring a
collision, while the rest of
the detector buffers the data
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Event Builder Network
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Event building

Al Bl C1 A4 B4 C4
BUO

Readout unit (RU): receives processed signals from some sensors
Builder unit (BU): assembles all signals corresponding to the same

observed phenomenon



Experiment predictions

ATLAS and CMS, the largest experiments, foreseen a ~10-15 times increase in
the needs of CPU and Storage during HL-LHC compare to today.

Network capacity will most likely have to grow by the same factor
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Moving the Data



LHC data links
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CERN data centres

Two locations:
- Meyrin (CH) MDC
- Prevessin (FR) PDC

~ 5 km distance

A
>

Datacenﬁ?
(MDE) '



New Prevessin Data-Centre (PDC)

- Construction completed
- Installation in 3 phases:
15" Phase: 4MW — 2" floor (operational since 2024)
- : +4MW - 1st floor (~2027/2028 if approved)
- : +4MW - ground floor (~2030/2031 if approved)
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CERN data-centres network
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Networks for WLCG



LHC Computing Model

Tier 0 (1x)

Data source
Full data on Tape
Data reconstruction

Tier 1s (15x)

Distributed 2" copy on Tape
Simulations, Data analyses

Tier 2s (~150x)

Data caches
Data analyses
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WLCG

The Worldwide LHC
Computing Grid (WLCG) is
a large, distributed
computing and storage
infrastructure and the
software framework to

exploit it

RN
© ®
o ‘5\' &‘b‘ I
NS el =
RIS =
= =
& ]
oy Uniform Uniform
o0 A Computing Data
.g @ Access Access
= : Unix
Grid and OGSA

Collaboration Information Hosting

and Remote Service
§ iﬁ

Instrument
_r:/?_;,

"sensor"

@%.s- SONET/SDM @t
" DWD "4

& Routers

23



Computer Networks are
an essential component of
WLCG; they connect all the
computing resources
distributed in more than 150
institutes around the world

Tier-2 sites

Tier-1 sites
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WLCG sites

65 MoU’s
159 sites
40+ countries
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HL-LHC network requirements for WLCG sites

Each Major Tier1s :
- 1 Tbps to the Tier0 (LHCOPN)
- 1 Tbps to the Tier2s (aggregated, LHCONE)

Each Major Tier2s:
- >400 Gbps (LHCONE)

WLCG and the NREN community are already working on the
implementation of these requirements
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LHCOPN

Private network connecting Tier1s to the Tier(Q

Secure:
- Dedicated to LHC data transfers
- Only declared IP prefixes can exchange
traffic
- Can connect directly to Science-DMZ,
bypass perimeter firewalls

Technologies:
- L2 VPN
- BGP communities for traffic engineering

LHCOPN

27



LHCOPN

CN-IHEP KR-KISTI

AS3460 AS 17579

RRC-KI RRC-JINR PL-NCB]J
AS 59624 AS 2875 AS 198743
i £ i

~— Numbers
AS 36391 x f - 17 SlteS for 15
S Tier1s + 1 TierQ
i - 14 countries in 3

. \
US-FNAL continents
AS 3152 I
- 2.88 Tbps to the
TierQO
SARAr\/IksLl-;!)?nsz NDGF NDGF UK-RAL IT-INFN-CNAF
NIKHEF AS 110'3‘1104 Scandinavia AS 39590 CH-LHEP AS 216467 AS 43475 AS 137-2038
] | fi

Line speeds: Experiments:

— 20Gbps B = Alice }=Atlas
w— 100GDpS B=cMs  =LHCGD
— 200Gbps Last update:

400Gbps
800Gbps 20240823

US-BNL

AS 43

edoardo.martelli@cern.ch

https://twiki.cern.ch/twiki/bin/view/L HCOPN/OverallNetworkMaps



https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps

LHCONE L3VPN service Jﬁﬁl
=5

Private network connecting Tier1s and Tier2s
Secure:
- Dedicated to LHC data transfers
- Only declared IP prefixes can exchange traffic
- Can connect directly to Science-DMZ, bypass perimeter
firewalls

Technologies:
- Multi domain L3 VPN
- BGP communities for traffic engineering

CERN
\\
N7
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LHCONE status

- VRFs: 32 national and international Research Networks

- Connected sites: ~110 in Europe, North and South
America,Asia, Australia

- Trans-Atlantic connectivity provided by ESnet, GEANT,
Internet2, RedCLARA, NORDUnet, CANARIE and SURF

- Trans-Pacific connectivity provided by KREOnet, SINET,
TransPAC

- Interconnections at Open Exchange Points including
NetherLight, StarLight, MANLAN, WIX, CERNIight, Hong Kong,
Singapore and others
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Why LHCONE is useful

LHCONE is an overlay network, it doesn’t bring more bandwidth by
itself.

But it is a trusted network, more secure than a generic Internet
upstream. Thus LHCONE can be connect directly to the data-centres
and bypass low-bandwidth/expensive perimeter firewalls

B ¢
LY

il
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WLCG Data Challenges



HL-LHC network requirements

ATLAS & CMS TO0 to T1 per experiment

350PB raw data per year; average of 50GB/s or 400Gbps during LHC running time

Another 100Gbps estimated for prompt reconstruction data tiers (AOD, other derived output)
estimated 1Tbps for CMS and ATLAS summed

ALICE & LHCb T0 Export
100 Gbps per experiment estimated from Run-3 rates

Minimal Model
- Sum (ATLAS,ALICE,CMS,LHCb)*2(for bursts)*2(safety-margin) =

4.8Tbhps expected HL-LHC bandwidth
Flexible Model

- Experiments may need to reprocess and reconstruct the collected data during the year
- This requires doubling the bandwidth of the Minimal model:

9.6Tbps expected HL-LHC bandwidth
)
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Data Challenges for HL-LHC

WLCG organises a series of data challenges to progressively prepare
for HL-LHC data taking

- Demonstrate readiness for the expected HL-LHC data rates with:
Increasing volume/rates
Increase complexity (e.g. additional technology)

2021: 10% of HL-LHC requirements (480Gbps minimal — 960Gbps flexible)
2024: 25% of HL-LHC requirements (71.2Tbps minimal — 2.4Tbps flexible)
2027: 50% of HL-LHC requirements (date and % to be confirmed)

2029: 100% of HL-LHC requirements (date and % to be confirmed)

2030: start of HL-LHC (Run4) (4.8Tbps minimal — 9.6Tbps flexible)



DC21

Flexible target reached for a short time

i
150 GB/s

125 GB/s Flexible: 960 Gbps

WLCG Throughput

100 GB/s

75GB/s

50 GB/s

2568/s
oB/s "

- atlas

== Data Challenge

alice
== |hcb

09/20 09/23 09/26 09/29 10/02 10/05

1014 wonz

max v~
632 GB/s 315GB/s
463GB/s 1480B/s
645GB/s 100GB/s
102G8/s 3.31GB/s
180 GB/s 1.04GB/s

{ M
-

| [ "”1 ]

10/20
current
30.7 GB/s

123GB/s
137 6GB/s
203GB/s
157 MB/s



DC24

Achieved full throughput of minimal model. Flexible only for short time.

D C 24 Flexible: 2.4Tbps b )

2.50 Tb/s I fl "
i

i |||l

| I |

WLCG Throughput ©

|
h II i Ihl‘ll!l ||“|| I 'III|| h

2 Tb/s

| i I
. | Minimal: 1 2prs I"'I
e ‘ il 'u m || .‘| | "
I | i i || l | il || h Illl " ' "lm'n“.uL'jlh "“ Ii i I
1Tb/
02/13, 00:00 02/14, 00:00 02/15, 00:00 02/16, 00:00 02/17, 00:00 02/18, 00:00 02/19, 00:00 02/20 00:00 02/21, 00:00 02/22, 00:00 02/23, 00:00 02/24, 00:00
max avg v current

== Data Challenge 219Tb/s 102Tb/s 211Gb/s

atlas 625 Gb/s 304 Gb/s 567 Gb/s

alice xrootd 349 Gb/s 115 Gb/s 71.4 Gb/s

== cms xrootd 191Gb/s 674Gb/s 427 Gb/s

== Ccms 271Gb/s 57.2Gbjs 75.0 Gb/s

== belle 38.9Gb/s 9.45Gbj/s 171Gb/s 36



LHCOPN and DC24

TierO-Tier1 traffic on LHCOPN: peak at 800Gbps

- used ~35% of existing bandwidth (2,6 Tbps aggregated)
- required to have >10Tbps for HL-LHC

LHCOPN Total Traffic (CERN - T1s)

Name
shasn == Qutgoing CA-TRIUMF
800 Gb == Qutgoing CN-IHEP
== Outgoing DE-KIT
700 Gb == QOutgoing ES-PIC
== Qutgoing FR-IN2P3
600 Gb
== Qutgoing IT-INFN-CNAF
500 Gb == Qutgoing KR-KISTI
== Outgoing NDGF
400 Gb = Outgoing NL-T1
Outgoing-PL-NCBJ
300 Gb
== Qutgoing RU-T1
200 Gb == Qutgoing UK-RAL
== Qutgoing US-BNL
100 Gb ' “ == Qutgoing US-FNAL
0b | | ’ | | H ' | | == Total
12/02 14/02 16/02 18/02 20/02 22/02 24/02

Mean
353 Gb
4.08 Mb
61.4 Gb
34.5Gb
72.9 Gb
38.6 Gb
1.64 Gb
419 Gb
50.8 Gb
2.98 Gb
38.5Gb
11.8 Gb
66.2 Gb
65.6 Gb
522 Gb

69.6 Gb
101 Mb
144 Gb
941Gb
169 Gb
82.0Gb
3.29Gb
110 Gb
138 Gb
17.4 Gb
73.9Gb
36.0 Gb
148 Gb
229 Gb
863 Gb

https://monit-grafana-open.cern.ch/d/HreVOyc7z/all-Ihcopn-traffic?orgld=16&var-source=long_term&var-bin=1h&from=1707650640915&t0o=1708873382950
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DC24 site monitoring

WLCG aggregated traffic exceeded 3Tbps (partial view)

WLCG Site Network Input/Output

== |N: praguelcg2 - CZ-praguelcg
== IN: pic - ES-PIC
3 Tb/s == [N: ifae - ES-IFAE
== |N: WEIZMANN-LCG2 - IL-WEIZMANN
== |N: USCMS-FNAL-WC1 - US-CMS
2 Thls IN: UKI-SOUTHGRID-RALPP - UKI-SOUTHGRID-RALPP
IN: UKI-SCOTGRID-GLASGOW - UKI-SCOTGRID-GLASGOW
IN: UKI-NORTHGRID-MAN-HEP - UKI-NORTHGRID-MAN-HEP
IN: UKI-NORTHGRID-LANCS-HEP - UKI-NORTHGRID-LANCS-HEP

My
" ﬂ,?k,.,,,," M ,,m,,)||;|»|»|lI»|lll\|\Is|i||i|ill|f|1IJll!!!|[Il|»|lllil'lblil|'|f!f!f!f!|' !!"llmll""”"'“"'---~,.!"...J!!!!!!l."

3.50 Th/s

2.50 Tb/s

e o .ll'lllllilh'“l'n‘i

NRINRINIRI AT IRIRIBIN I|Il'llllllllllll == |N: UCSDT2 - UCSD
. I 1

0 Mb/s '

| g!ili!!:,ig!! L bieikiok ais iil ’l il .i i T L e ; = IN: UAM-LCG2 - ES-UAM
500 Gb/s i" j ! ;'.’ ! !“ !! L!EE i | == IN: TRIUMF-LCG2 - CA-TRIUMF
. r L3
l LY : g' li' 1¢ g I8l == |N: TOKYO-LCG2 - JP-University-Tokyo
-17b, i
e "isﬂ! “I‘I' I? " W i| !‘li, i Iilli . . i . il = IN: TECHNION-HEP - TECHNION-HEP
-1.50 Tb/s Gkt i | “ | I , ih l| | ,., ! f ' ? IN: SPRACE - BR-SPRACE
| ‘| | | | ’I' il ” | ' IN: RWTH-Aachen - DE-RWTH-Aachen
~2:1bis il ' IN: RO-13-ISS - RO-13-1SS
-2.50 Ths IN: RO-07-NIPNE - RO-NIPNE_1
== IN: RAL-LCG2 - UK-RAL
-3 Tbis = IN: Purdue - US-Purdue
-3.50 Tbfs IN: Nebraska - US-Nebraska

12/02 14/02 16/02 18/02 20/02 22/02 24/02 ==INCNERZ US:NES2

https://monit-grafana-open.cern.ch/d/Mwuxgoqglk/wlcg-site-network?from=1707638857216&orqgld=16&to=1708880381142
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IPv6 and DC24

- IPv6 Traffic in LHCOPN: 86.9% of the total
- Some sites testing IPv6 because of IPv4 scarcity

IPv6 / Total (in+out, %) in LHCOPN

100%
80%
60.0%
40%
20%

0%
12/02 13/02 14/02 15/02 16/02 17/02 18/02 19/02 20/02 21/02 22/02 23/02 24/02 25/02

min max avg
Cw percentage IPv6 traffic 50.2% 97.0% 86.9%
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DC24 results on Networking

- Research & Educations (REN) networks demonstrated more than sufficient
capacity and reliability during DC24 and were NOT a bottleneck for any of the
experiments

- Some sites did identify local network bottlenecks or non-optimal architectures

- Various network technologies (NOTED, SENSE, BBR, perfSONAR, SciTags,
Spectrum sharing...) were successfully tested during DC24 and showed
promising results, motivating the effort to put them into production.

- Although R&E networks were not a bottleneck for DC24, storage infrastructure
and middleware are being improved and R&E networks need to keep pace

- We will need regular mini-challenges to track progress and prepare for DC27

40
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Plans for future Data Challenges

DC27
- 50% HL-LHC (~Feb 2027)
- 25% of the ‘flexible’ target was already hugely challenging. Is 50% too ambitious?
- Still 3 years before the start of HL-LHC (sites may not have HL-LHC hardware in
place, or be paying for HL-LHC network connection)
- New FTS version? Tokens? Tapes?

Mini data challenges
- Keep up momentum in the 3 year gap between DC24 and DC27
- Continue to try to improve the existing infrastructure
- Capacity and Capability mini challenges are in progress

Challenges very useful to Network Providers to show the procured resources are in
line with real network utilisation. Also useful to highlight network bottlenecks and work

@ with sites to remove them.

S
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Network R&D



WLCG guidelines v?

WLCG

Worldwide LHC Computing Grid

In the next 10 years WLCG Networking will be faced with two major challenges:
- dealing with the HL-LHC data volumes and complexity
- cohabitation with other experiments and sciences on the same
infrastructure

WLCG, together with the R&E network community, needs to play a
leading role:
- modernise network services, progressing with the ongoing R&D activities
and bringing early prototypes in production
- engage with other experiments and sciences to drive the evolution of
R&E networks
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Network Requirements for the next decade

From WLCG and the LHC experiments:
- Enough bandwidth to cope with LHC and other large science
projects needs
- Visibility of network health status
- Visibility of network utilization
- Predictability of network performances
- Security at Terabit scale

44



Co-existence with other
large data science projects

At the time of HL-LHC (2030), other large data science projects
will come on-line

It will be important for R&D network providers to be aware of all
requirements and data flows to collectively plan the
necessary upgrades
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SKAQO network provisioning

B South Africa,
15-20%

B Australia, 15-20%

W UK, 15-20%

[7] EU, 20%
(IT,FR,ES,NL,PT,C
H,SW,DE)

M Asia, 15-20%
(IN,CN,KR, JP)

B Canada, 6%

SKAO

“ 3
-

EUROPE

Roughly, 6 global zones
of equivalent size
(Canada smaller)
Distribute two base
copies of each data
product to different
countries, and perhaps
insist to different
regions

Average incoming rate
per (20%) region not
more than 2x40 Gbit/s
= 80Gbit/s (~2x12
Gbit/s for Canada)
Modelling assumes
average 100 Gbit/s
out of SA and AUS

e.g. if 100+100 gbps from instruments, a 10% partner receives 40gbps

data (400 TBytes per day, 140 PBytes per year)
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More Big Data sciences coming on line
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Network visibility

The LHC experiments have been asking for more visibility of
network utilization and performance, to better understand the
impact of their applications and to improve their efficiency
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perfSONAR

perfSONAR network monitoring platform
Developed by the collaboration of Internet2, GEANT, ESnet,
RNP, Indiana University, University of Michigan

- Toolkits installed at NRENs PoPs and WLCG sites

- Essential to monitor WLCG network performances and
iInvestigate issues

perf2@ONAR . “% - o+
years & W O



SciTags

Marking of data packets and flows with Experiment and
Application IDs for better accounting

Two options being pursued:
- Tag in the IPv6 flowlabel field

(¢
. ,)

[ Rucio ][ DIRAC M Alice ] <— | Storage & Analytics (ELK)

(UDP packets sent in parallel
to eaCh fl OW) g::ﬁlon ortne l Extension of the [ _[__
;ﬁ:gr}gpzro!ocols . E "“E
FTS i ‘§ § *§
B 3!
w g
o 1 o8
- ! ! (' '
] — () P »
: -
dCache, Xrootd TCP IPV6 headers E E i E dCache, Xrootd
[T —] —] —] Lo bl
T UDP firefly T T

Registry (experiments, activities catalogue
l egistry ( ) | 50




Predictability of network utilization

Scientists generating and manipulating very large amount of
data, sometime get worried that the network may become a
scarce resource, congested by their data transfers, transfers
which may then take forever to complete.

Several projects have been developed to allow applications to
iIncrease network efficiency
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NOTED SDN

NOTED is a framework that can interface with File Transfer
applications to detect large data transfers, src-dst and their
duration. Then it can trigger network optimization actions to speed

up the execution of those transfers

Already used with production data transfers: NOTED
- During SC22 and SC23

I — EA-

{

- New version with triggers
tested during DC24

from Network Monitoring

'

- SC: Super Computing
| Dcz (WLCG) Data Cha”enge 8 “ 8



Using SENSE to move CMS data in Rucio

Project led by UCSD and Caltech

Objectives of the project:
- '#1 Make Rucio capable to schedule transfers on the network
and prioritize them _ _
- #2 Predetermined transfer speed and quality of service

Demonstrated:
- SENSE can build VPNs ,

between pairs of XrootD L]

servers in charge of FTS
transfers requested by Rucio:

- QoS can be provisioned in
the network to prioritize the |

Router

traffic in the VPN

______________



CNAF-CERN DCI

The LHCOPN link of IT-INFN-CNAF Tier1 is implemented using
shared spectrum over GEANT and GARR (ltalian NREN) dark
fibres | ,

- 4x100Gbps links between
CERN and CNAF used for
DC24 and now in production

- Ready to be upgraded to
4x400Gbps

- cost effective technique to
get >1Tbps LHCOPN
connections already today




Security at Terabit scale

Cyber attacks are the needle in a haystack of data transfer

flows. Security will be more and more challenging for scientific
data-centre.

How R&E networks can help?
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MultiONE, or LHCONE prefix tagging

LHCONE success and grow may undermine its major value: trust

Sites have been requested to tag their LHCONE prefixes with the ID
of the experiment using it

Goal: reduce data-centre exposure

2001:db8:AA::/48 » + » 2001:db8:BB::/48 »
B

A Routing table ‘ g table

2001:db8:BB::/48 » : AAL

2001:db8:CC::/48 » Site A :DD:/
2001:db8:DD::/48

LHCONE
2001:db8:CC::/48 » 2001:db8:DD::/48

C Routing table ting tabl

2001:db8:AA::/48 » b8:AA::/

b8:BB::/.



Conclusions



Summary

- HL-LHC will increase data production of a factor of 10. Networks will have to
increase capacity while keeping a sustainable cost

- WLCG and R&E networks are preparing for the new accelerator. Data
Challenges are helping software and networks to meet the HL-LHC
requirements

- The collaboration between R&E networks and WLCG is crucial for the
development and testing of new network technologies
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Questions?
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